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Abstract—Fraud has been a worldwide issue that is facing the
major economies of the world. Within an economical system,
undetected and unpunished fraudulent activities can erode the
public trust in law enforcement institutions and even incentivize
more fraud. Therefore, detection of fraudulent activities and
prosecution of responsible entities is of utmost importance for
financial regulatory bodies around the globe. Of the challenges
rising with this task is the scarcity of detection resources
(auditors) and the fraudsters constantly adapting to the new
circumstances of the market. To address these issues, this paper
proposes an evolutionary framework for credit fraud detection
with the ability to incorporate (and adapt to) the incoming data
in real-time. The goal of the framework is to identify the entities
with high a risk of fraud for efficient targeting of the scarce
resources. The data that is generated as a result of the audits
are fed into the framework for further training.

I. INTRODUCTION

As the use of credit card as a major means of payment
for customers becomes evermore prevalent, the number of
fraudulent transactions increases as well [1]. Besides the
monetary cost of fraud, the erosion of trust within a market
can result in more regulatory restrictions, higher transaction
costs, and less efficiency in the market [2]. Therefore, it is
crucial to detect fraud efficiently and quickly to maintain
the integrity of the market [3]. As technology has made
transactions easier to make, fraud detection authorities are
faced with new challenges due to the size of the activities in
need of supervision. The traditional methods of fraud detection
that involve manual detection have been rendered less and
less practical with the emergence of big data technologies [1],
[4], [5]. At the same time, the abundance of data presents
opportunities for research and development in statistical and
mathematical approaches to automate the process of fraud
detection.

The use of artificial intelligence (AI) methods in pattern
recognition has been growing rapidly in the past decade as
the data needed for training machine learning models have

become readily available [3]. This has provided researchers
and developers with efficient and standard tools to build AI
pipelines to detect fraud, especially in credit card transactions
[1]. The problem of credit card fraud detection is defined as a
binary classification problem [6], with the possible classes for
a given transaction being ”fraudulent” and ”not fraudulent.”
Given this setting, many approaches have been used to tackle
this problem such as artificial neural networks (ANN) [7], [8],
[9], genetic algorithm (GA) [10], Support Vector Machines
(SVM) [11], decision trees [12], optimization algorithms based
on migrating birds [13], logistic regression [14], [15], Bayesian
networks (BN) [6] and naive Bayes (NB) [15], [1], and
probabilistic neural networks (PNN) [16], [17], to name a few.

In [3] authors make a comparison between ten different
classification methods, including PNN, SVM, ANN, NB, BN,
etc. The performance of these classifiers were tested by
ten performance metrics including type-I and type-II error,
accuracy, F1 and F2 scores, Matthew’s correlation coefficient
(MCC), and Areu under ROC curve. In [1] the comparison is
made between NB, K-nearest neighbors, and logistic regres-
sion on highly skewed data. The performance metrics used are
accuracy, MCC, precision, sensitivity, and specificity of the
classifiers. [14] compares decision trees, ANN, and logistic
regression and shows that the latter two outperform decision
trees. On the other hand, [18] compares SVM, random forests,
and logistic regression in detecting credit card fraud. It is stated
that it cannot be a good performance metric for unbalanced
data accuracy. Therefore, sensitivity, specificity, AUC, G-
mean, and F-score were used alongside accuracy to have a
better comparison between classifiers [19], [20].

Evolutionary algorithms (EA) in computational intelligence
are methods that use natural selection to achieve ”machine
intelligence” [21], [22]. Genetic algorithm [23] applies this
principle to the problem of search while Genetic Programming
(GP) extends that to the domain of computer programs [24],
[25], [26], [27]. GP is a heuristic evolutionary method that
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Fig. 1. Flowchart of the evolutionary framework.

uses symbols in complex patterns in search of a function
representation [28], which has been used in classification
applications extensively [29]. It is noteworthy that the use
of GP for classification offers advantages such as flexibility
to the type of problems, implicit feature extraction, and good
interpretability of the discriminant function. The simplest form
of classification is binary classification [30], [31], [32]. In [33]
evolutionary algorithms were applied to the specific task of
fraud detection formulated as a classification problem.

In [34] three active learning methods were compared with
the purpose of applying GP to large datasets. The idea of active
learning is that a machine learning algorithm can achieve
higher performance with less data if it can choose the data
from which it learns [35]. Given that training on large datasets
for evolutionary algorithms is time consuming and in some
cases to the point of being prohibitive, [34] uses a query
strategy to limit the size of the training without sacrificing
performance. The process of query selection is done while the
GP process is running.

There are several aspects of the credit card fraud detection
data that is of interest: First, it is constantly being generated
as long as people use credit card as a means of payment.
Second, the methods of fraud is always evolving and fraudsters
are being more sophisticated with their methods. This paper
proposes a GP based classification framework that can take
advantage of the constant stream of data using a real-time
training approach that updates the classification model in
episodes.

The remainder of the paper is structured as follows. Section
II discusses the real-time evolutionary framework developed
to detect credit card fraud. Section III briefly explains the
internals of a Genetic Programming-based classifier. Section
IV describes the data used in this work based on [3]. Section V

presents the results from the experiment using the framework
and the data. And finally, Section VI concludes the paper while
proposing future directions for this research.

II. EVOLUTIONARY REAL-TIME FRAMEWORK

The proposed real-time evolutionary framework has four
main components:

1) Extract, transform, load (ETL) process
2) Training
3) Deployment
4) Prediction

The framework schematic is shown in Fig. 2.The process starts
with loading the real-time data and ETL process. The model is
trained and deployed for prediction of the risk for fraudulent
activities. In this part, we neglect the challenges involved in
the ETL process whether the data lives in the cloud or in
any other kind of server. Here, we assume that the data has
been loaded into the memory and we can focus more on the
modeling aspect of the framework. The dashed square in the
flowchart presents the main training phase of the framework.
As seen, the in-memory data is being splitted into train/test
splits in a stratified fashion to keep the prevalence of both
populations the same. This also helps us down the road when
we deal with imbalanced classification problems to generalize
the problem with better confidence [36].

In the training step, the feature engineering, feature stan-
dardization, feature scaling, and feature encoding can be fitted
to the train data. Then, the trained object for each step can be
used to transform the test set. Next, the probability assigned
to each operation should be tuned. This could be done in
an ad-hoc fashion to figure out the type of functions or
the rate of crossover or mutation in the MOGP classifier.
In addition to this, other hyper-parameter tuning fashions



Fig. 2. GP function classifier: (a) Search, (b) Evaluation, (c) Threshold
selection[39][40].

including exhaustive grid-search, random-search, and Bayesian
optimization can be used [37]. The model training is shown
on the right-hand side of the flowchart where the MOGP
algorithm is being implemented and the results go through the
non-dominated sorting algorithm as we discussed in Algorithm
1 and the Pareto Front of the solution is being developed. Once
the training process is done, the trained model is applied on the
test set and the common performance metrics for classification
problems such as sensitivity, specificity, precision, and recall
are calculated [38].

Last, the visualization module would be applied to the
results for both training and testing sets. Now, we have a
trained model which has been validated via the test set.
Therefore, the model can be re-fit to the whole in-memory
data. The retrained model can be deployed into the production
to be ready for any real-time data. Each real-time data would
be fed into the deployed model and the risk of fraudulent
credit would be calculated. As shown, the training phase has
a feedback loop to the deployment module. Therefore, the
real-time data will be stored in the temporary table and will
be joined back to the training phase.

The most common approach for real-time risk prediction is
batch-processing. The predicted data can be used alongside the
training data. After the model is trained on the combination
of the training data and the predicted data, the new version of
the model will be deployed. The frequency of this retraining
scheme depends on the use-case and the resources available
to the framework [36].

III. GP FUNCTION CLASSIFIER

Genetic Programming (GP) is formulated as symbolic op-
timization problem due to the selection of designs applied to
the fitness and complexity metrics phase. It was originally an
evolutionary approach based on the principles of Darwinian
natural selection [41], [29], [42], [43]. The GP classifier

Algorithm 1: NSGA-II
Input: Generations N , Population P
Output: Best Model

1 Initialize population P ;
2 Generate random population size M ;
3 Evaluate objective values;
4 Assign ranking based on Pareto sort;
5 Generate child population;
6 Binary tournament selection;
7 Recombination and mutation;
8 for i ∈ {1, . . . , N} do
9 for each Parent and Child in Population do

10 Assign ranking based on Pareto sort;
11 Generate sets of non-dominated solutions;
12 Determine Crowding distance;
13 Loop inside by adding solutions to next

generation starting from the first front until N
individuals;

14 end
15 Select points on the lower front with higher

crowding distance;
16 Create next generation;
17 Binary tournament selection;
18 Recombination and mutation;
19 end

obtains the label of a data point by calculating a real value
based on each symbol tree and comparing it to its set threshold.
GP training algorithm uses a group of individuals (called the
population) and genetic operators to create new set of indi-
viduals (generations) based on the metrics that determine the
quality of each individual, namely the fitness and complexity
functions.

TABLE I
EXTRACTED FEATURES FOR THE GP CLASSIFIER.

Feature Variable Description

Sector Score X1 Historical risk score of the sector

Parameter A X2 Discrepancy found in report A

Score A X3

Parameter B X4 Discrepancy found in report B

Score B X5

Total X6 Total discrepancy found in other reports

Numbers X7 Historical discrepancy score

Marks X8

Money Value X9 amount of money involved

Money Marks X10

Loss X11 Amount of loss suffered by the firm last year

Loss Score X12

History X13 Average historical loss in the last 10 years

History Score X14

Location ID X15 Unique ID of the location

District X16



The GP classifier as shown in Fig. 2, [39] was implemented
as a multi-objective GP system based on the non-dominant
sorting genetic algorithm II [44] (NSGA-II). The details of
NSGA-II are explained in Algorithm 1. GP binary classi-
fier training process includes finding a non-linear function
y = f(X̄) such that for two classes of H0 and H1, the
two distributions of p(f(X̄)|H0) and p(f(X̄)|H1) are best
separated, as shown in Fig. 2a. The predicted label of each
input Xi is determined by passing the output of each learning
function through the decision rule L̂i defined as:

L̂i =

{
0 if yi ≥ λ
1 if yi < λ

(1)

where 0 ≤ λ ≤ 1 is the threshold that separates two classes
H0 and H1 for input Xi based on yi = f(Xi). The highest
discriminatory power for the two classes can be obtained by
choosing the threshold that results in the largest value of area
under the Receiver Operating Characteristics (ROC) curve,
as shown in Fig. 2b. The change in λ can cause a change
in classification error, false positive rate (FPR), and false
negative rate. To obtain the best λ, an optimization problem
was defined with the weighted sum of the false positive (FP)
and false negative rates as the cost function. The threshold λ
was calculated by minimizing the cost function, as shown in
Figure 2c. The sub-tree complexity measure (CM) [45] was
considered as the second objective of the optimization process.

IV. DATA

The collected data is a one year non-confidential data set
between 2015 and 2016 from 777 firms in 46 cities by Auditor
General Office (AGO) of Comptroller and Auditor General
(CAG) of India [3]. These firms span across 14 sectors of the
Indian economy. A total of sixteen features, {X1, · · · , X16},
as shown in Table I were extracted for the classification task.
In addition to this, a set of binary labels (fraudulent or not-
fraudulent) was used for each sample. The main features of
the data were selected through close collaboration with the
auditors. The label for each instance of the data is determined
through calculating the Audit risk Score and a threshold to
separate ”Fraud” firms from ”Non-fraud” ones. This score can
be formulated as the combination of several possible risk types
into one risk measure, for example in the form of a summation.
Fig. 3 depicts the lower triangle Pearson correlation matrix
of the extracted features with a color bar (the lighter color,
the more correlation) which highlights the probability of the
correlation of each of the extracted features with each other.
As expected, the total discrepancy and parameter B (the
discrepancy in report B), and the loss score and total loss in the
first year are correlated, while other features hold correlation
coefficients of less than 0.6.

V. RESULTS & DISCUSSION

To see the performance of the proposed framework, an
MOGP model based on the NSGA-II algorithm was devel-
oped. A total of sixteen extracted features were used as the
inputs for the detection of the fraudulent credits. An ad-hoc
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trial (a model trained over 100 generations) for the mutation
and the CRs of the model for various rates ranging from 0.1
to 0.9 were employed. Fig. 4 illustrates the three-dimensional
surface plot of the MRs and the CRs based on the fitness
measure (FM). The fitness of the model was converged fast;
therefore, complexity was chosen here as the metric to find
the best crossover and MR for the main run. The lowest
complexity value was reported with 0.7 as the CR and 0.3
as for the MR. The resultant measures were used to develop
the final MOGP model evolved through 2000 generations and
1000 populations. The details of the parameters setting for the
GP classifier are presented in Table II.



TABLE II
PARAMETERS SETTING FOR THE GP FUNCTION CLASSIFIER.

Parameter Setting

Population Size 1000

Number of Generations 2000

Tournament Size 20

Number of Inputs 16

Crossover Rate (CR) 0.7

Mutation Rate (MR) 0.3

Number of CPU Threads 8

1st Objective AUC

2nd Objective Sub-tree Complexity

Population Initialization Ramped-Half-and-Half

Function Set +,−,×, /,√ , ( )2, ( )3, ( )4

log, exp, sin, cos
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Fig. 5. GP evolution through generations. Left axis and right axis present
fitness and complexity, respectively.

The evolution of the model training can be shown as the
variation of the objectives of the model, fitness and complexity
at each generation as shown in Fig. 5. The left Y-axis was
set to FM, the right Y-axis to complexity, and X-axis to
the number of generations. It was observed that after 100
generations the model reached the highest complexity (86)
and a fitness (0.99) at the same time. However, as the number
of generations increased, the CM decreased by around half.
After 2000 generations the complexity reached a value of 43,
approximately half of the highest value of CM reached by
this model. Additionally, the FM stayed constant through the
number of generations.

The evolutionary aspect of the proposed framework opens
new avenues to define multiple objective-dependent models.
For example, by looking at the first generation of the evolution,
the least complex model can be defined with sub-tree com-
plexity of 5 and fitness score of 0.531844. As seen in Fig. 5,
after generation 86, both fitness score and sub-tree complexity
values converge to 1.0 and 59, respectively. This point is being
referred as ”knee” where the rate of score improvement for
the objectives (fitness and sub-tree complexity) does not get

TABLE III
SET OF SYMBOLIC GP SOLUTIONS IN THE PARETO FRONT.

Index GP Functions

1 X3

2 sinX2

3 X3+X5
X16

4 X3
X16

5 X3+X5+X16
X16

6 X3+X5+X10
X16(X7−X12−X14)

7 X3+X5+X10
X14+X16

8 X3+X5
X9+X16

9 X3+X5
(X9+X16)(X7−X12−X14)

10 X3+X5+X10
X11−X14+X16

better during the evolution of the model. Last, the obtained
best fitness score (1.0) with sub-tree complexity of 89 after
85 generations can be used to define the most accurate model.
As shown in previous studies [40], the performance of the
most accurate model and the knee model are usually similar
while the computational run-time of them can vary depending
on the number of generations and populations. However, in
this study, we can see that the sub-tree complexity drops at
the knee point.

As discussed, the resulted Pareto front of the developed
MOGP models based on Algorithm 1 comprises 10 models.
The symbolic representation of each model in the Pareto front
is shown in Table III. The symbolic representation would
help the fraud analysts to employ various sensitivity analysis
using synthetic data to see what features would need more
attention for the development of a better fraud detection
classifier. That could be the basis of feature importance of
the developed model. For instance, Score A (X3) is the most
frequent feature (90% total cover) across all of the models
in the Pareto front. In this case, more engineered features
with respect to the feature importance analysis would boost
the validation results. Fig. 6 and Fig. 7 illustrate the trade-off
of sensitivity-specificity and precision-recall of all developed
models resulted in the Pareto front for both training and testing
data sets. The Pareto front models are presented in dark purple
circles, the most accurate models are presented in yellow
circles, the least complex models are shown in light green
circles, and the knee models are shown in sea green circles.

Sensitivity is defined as the proportion of the cases correctly
classified as positive to the total number of positive cases. It is
also known as true positive rate, or recall. Specificity, on the
other hand, is the proportion of the cases correctly classified as
negative to the total number of the negative cases. The perfor-
mance of the classifier can be evaluated comparing these two
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metrics: how well the classifier separates the negative cases
from the positive cases. The ideal case is higher sensitivity
and high specificity. As specificity is between 0 and 1, 1-
specificity stays in the same bounds. Precision is the ratio of
the number of correct positive predictions to the number of
all the cases predicted positive (either truly or falsely).

Furthermore, Fig. 8 illustrates the distribution of the various
classification metrics including accuracy, precision, recall, F1-
score, FPR, and false negative rate (FNR) of all of the
models in the resulted Pareto front and their probability density
estimation for both training and testing data sets. A violin
plot was used indicating the minimum, maximum, mean, and
median values for each metric. As seen, models in the Pareto
front have shown reasonable results (±10%) based on the
available data in this study. It should be noted that the training
and testing data are stratified to make sure the prevalence of
fraud in both populations is the same. Therefore, the real-time
validation engine would be more realistic. However, the results
presented by Hooda et al. [3] are based on non-stratified 10-
folds cross-validation. This would be the reason that we have
a variation in FPR of the model predictions of the testing data
set while the FPR of the training data is negligible.

VI. CONCLUSIONS & FUTURE WORK

This paper proposes an evolutionary framework for real-
time fraudulent credit detection. In this regard, an MOGP
model based on NSGA-II algorithm was developed. In this
model, the area under the ROC curve and the sub-tree com-
plexity were used as the objectives. The MPGP model ran
for 2000 generations with 1000 populations. Additionally, the
mutation and CRs were optimized over 100 generations based
on the sub-tree CMs. A total of sixteen extracted features
were utilized as the inputs of the MOGP classifier. Table III
presents the resulted symbolic GP solutions in the Pareto front.
The classification metrics of the resultant models in Pareto
front as seen in Fig. 8, shown reasonable performance for
our stratified training/testing data model. After execution of
the MOGP process, the optimal model was selected from the
Pareto front results. This was done by a trade-off between the
fitness and the model complexity. Based on the results, the
following conclusions are drawn:

• During the training evolution, the model quickly reached
to a high fitness score. Therefore, the sub-tree complexity
was used as the main objective to choose the genetic
operators probability as shown in Fig. 4.

• The Pareto front includes 10 models as shown in Table
III where the least complex model is F (X) = X3 and the
most complex model is F (X) = X3+X5

(X9+X16)(X7−X12−X14)
.

• Based on the resulted models in Pareto front, discrep-
ancy score based on report A (X3), district (X16), and
discrepancy score based on report B (X5) are the top
three important features with total cover of 90%, 80%,
and 70%, respectively. These features can be analyzed in
future studies to generate more salient features to boost
the fraudulent cases and reduce the FPR.

• The FPR resultant has shown a high variance in the
testing phase while having a negligible variance in the
training phase. This could be due to the data limitation,
or the random combination of the stratified fashion of
training/testing. In the future studies, the framework
can be retrained using a bigger dataset to decrease the
variance of the FP cases in the model predictions.

• The proposed MOGP framework is shown to be a fast
enough tool that can be used to tackle big data problems
to generate solid symbolic solutions. Symbolic solutions
would give credit analysts the ability to employ various
sensitivity analysis to interpret the results based on the
employed features. That would open up new insights
to improve the fraudulent credit detection by designing
new non-linear criteria and meta-heuristic rules as new
features.
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